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Forced 2-D Energy Transitions Suitable
for High Power Applications

Gary L. Viviani , Senior Member, IEEE

Abstract— Transitioning from one energy state to another,
in a highly controlled manner, is a vexing problem for high
power applications. In high power microwave, lasers, plasmas,
and related situations there is often a need to create high
power pulse trains with well-defined and as narrow as possible
pulsewidths. Single one-shot pulses are also of interest. The
resulting formulation allows for flexible and controllable pulse
shape, duration, and periodicity. It provides for an optimal means
for rapid transitions from low energy states to high energy ones.
The essence of the approach stems from being able to describe
pulse formation as 2-D switching in the phase plane for the
associated dynamics of interest. Such a formulation is applicable
to a wide array of situations beyond the electronic ones that are
actually synthesized in order to confirm the underlying theory.
A mathematical proof is also provided.

Index Terms— Multi-stable oscillator, nonlinear dynamical sys-
tems, pulse shaping methods, pulsed power, quantization.

I. INTRODUCTION

THE complications of transferring large amounts of
charge, quickly, are most apparent when considering high

power applications such as high power microwave (HPM) [1],
high power lasers, plasma discharges, or else rail gun devices.
Other examples are possible [2]. When this situation exists,
it often leads to a related concept which is referred to as pulse
shaping or else pulse compression. The principal concern is
often to make a “pulse” of charge that is as narrow as possible
with a magnitude that is as large as possible in order to deliver
maximum power with minimal energy. Mastering the neces-
sary switching speeds has significant practical application.

In order to form a pulse, there must be two changes in
charge (flux) momentum. This requires forces in at least two
opposing directions. It makes sense to characterize the required
force as a vector in the plane. In the case of electrody-
namic phenomena, the units are typically voltage and current.
The I–V relationship is identical in scale to a dynamical
phase plane representation. This means the dynamics can be
superimposed on the I–V characteristic.

For electrodynamic phenomena, it is necessary to draw
upon nonlinear dynamics in order to characterize the flow of
charge in the plane. The mathematics of nonlinear dynamical
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equations, in the spirit of Poincaré [3], are renowned and
well established. The dynamical flows in the plane have been
comprehensively investigated in the spirit of extending the
work of Poincaré in an industrial manner [4]–[7]. Such a plane
is equivalent to a complex one.

A periodical flow in a plane can also be thought of as an
oscillation, assuming it is stable. This is true for all forms of
matter. The underpinnings of solutions to the wave equation
can be considered as (stable) periodical flows. It is well known
that under a variety of conditions, solutions to the Schrödinger
Equation are, indeed, periodic [8]. Taking advantage of this
knowledge will be a primary consideration in what follows.

In a mathematical system as well as in eletrodynamic one,
such as a plasma, an oscillation necessitates a nonlinearity. For
electronic systems, the nonlinearity takes the form of “negative
resistance.” For systems that arise in a multiplicity or sub-
stances, the generalization of the concept of negative resistance
can be determined from [9]. A principal result of this work
will be to demonstrate that a nonlinearity-dependent oscillator
is an essential building block to achieve optimal performance
associated with pulse formation.

At high energy levels, there is often an interest in discharges
as (for example) described in [10]. While discharge is often
the terminology that is applied, there are many cases where
pulse trains (sequential discharges) are actually desired. In this
case, the concept of an oscillator comes to mind. Ideally,
a high energy oscillator (pulse train) would be developed.
Some investigations into plasma oscillations have occurred,
such as [11]. A periodic sequence corresponding to a stable
solution for an electrodynamic charge flow (or discharge)
must result from an initial condition consistent with a stable
flow. Such a situation is necessary (but not sufficient) for
a stable oscillation to exist. Moreover, if an electrodynamic
flow is going to change from one (average) energy level
to another, then the end state must also be an oscillation,
assuming stability is desired. An “explosive” end state such as
a conventional discharge can exist [10], but this would imply a
“one-shot” operation. For the purpose of this paper, and to be
consistent with the concept of pulse shaping, only stable flows
in the plane are considered. These must, therefore, be periodic.

If one imagines that a stable oscillation exists, it is possible
to think in terms of higher power outputs by constraining the
pulsewidth to be as small as possible and the amplitude as high
as possible. This will be the focus of this paper. Alternatively,
and possibly in conjunction with pulse shaping, it is possible
to apply the concept of stochastic resonance [12] to plasmas
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as well as electronic oscillators. Stochastic resonances in
plasmas are evaluated in [13]. In order to understand stochastic
resonance, it is necessary to understand the underlying peri-
odical phenomena that are the focus of this paper. Stochastic
resonance remains a possible means to further amplify what
is described, but it is dependent upon stationary dynamics.

What is presented in the rest of this paper will be a formal
mathematical characterization of how to go about creating
pulse trains of potentially high power from the perspective
of a multi-state oscillator. In principle, the mathematics and
associated electrodynamics can be applied in a variety of
circumstances involving various substances as described in [9].
The concept of “negative resistance” oscillations includes
those attributable to plasmas, as such a nonlinearity is a
prerequisite to any oscillation. For convenience, a lower power
electronic development is pursued. The principles are easier
to confirm with more convenient components. Extensions to
high power electronic pulses (and pulse trains) used to drive
lasers, microwave, and devices such as rail guns are inferred as
the formulation is completely general. Other electrodynamic
applications, such as plasmas, are best viewed through the lens
of an equivalent circuit, like what is demonstrated in [14].

If we wish to address the fastest stable switching times,
then we must address the situation of transitioning from one
stable oscillation to another, regardless of the substances under
consideration. Here, the term stable oscillation is employed
in contrast to the alternative “stable fixed point” in the phase
plane. The point is that working with stable oscillations, versus
the more typical stable fixed points, is the basis for superior
performance. The reasoning behind this will become apparent.

A primary reason that this approach is not typically pur-
sued is because the means for transitioning from one stable
oscillation to another are not generally understood (with
only a change in initial conditions). In turn, this capability
is predicated on the existence of multiple stable periodical
equilibriums. As will be described, the condition of multiple
stable periodical equilibriums is directly associated with a
certain type of phase plane nonlinearity. An electronic syn-
thesis is provided and shown to confirm the theory which is
mathematically proven to exist (generally).

The organization of the remainder of this paper is as follows.
1) Describe the analytical reasoning and practical imple-

mentation of how to transition from one stable oscilla-
tion to another.

2) Describe the nonlinear characteristics that govern the
speed of transition.

3) Describe the consequences of periodical energy state
transitions that apply generally, as well as the signifi-
cance of Theorem 3 that provides the basis for optimal
dynamical energy transitions.

4) Provide a summary and conclusions.
Because of the fact that much of what is presented in not

readily apparent in the literature, more details and additional
confirming results are shown in the Appendices.

II. MULTISTABLE TRANSITIONS

In order to develop the arguments which follow, a nonlinear
circuit representation for the generalization of dynamics will

Fig. 1. Nonlinear RLC circuit.

Fig. 2. Generic odd-symmetric continuous PWL function, f (x), comprised
of a slopes m j and breakpoints x j

be pursued. This means that if a system can be represented
by an equivalent circuit (which is often the case), then the
analysis is applicable to that system.

Consider the generalized nonlinear RLC circuit shown
in Fig. 1, where “R” is actually, F(x), a negative resistance
device that is qualitatively described in Fig. 2. Necessarily,
there must exist some “internal” energy in order to support
“negative resistance.” Such a device and implementation were
originally reported in the works of Viviani [15], Saet and
Viviani [16], [17], and associated references within. Of par-
ticular note is the fact that such a system (that is represented
by a circuit), with a suitably implemented nonlinearity, F(x),
will support more than one stable limit cycle (oscillation).

Theorem 3 indicates that a system that gives rise to multiple
stable oscillations can be systematically synthesized. In this
work, a simple discrete device implementation is provided.

The class of systems under consideration are described as
Lienard Systems of the form

ẋ = P(x, y) = y − F(x); ẏ = Q(x, y) = −g(x). (1)

Lienard systems are described in several references and are
summarized in Perko [18]. Fig. 1 indicates a physical realiza-
tion for (6). See the Appendix B description of the relationship
between f (x) and F(x) for a Lienard-type equation.

For the representation of a general piecewise linear (PWL)
function, F(x), the notations and conventions found in Chua
and Kang [19] are applied. Refer to Fig. 2 for clarity where the
slopes m j and breakpoints x j are implicitly defined, without
losing generality. In this formulation, some additional general
representations associated with discontinuities are omitted as
we are concerned strictly with continuously differentiable
functions, F(x).

Lemma 1: Resorting to the definitions implied in Fig. 2,
any PWL continuously differentiable (denoted as C1) function
q(x) can be represented as follows:

q(x) = a0 + a1x +
n∑

j=1

{b j |x − x j |}; x1 < x2 · · · < xn

a1 = 1

2
(m0 + mn); a0 = f (0)−

n∑

j=1

b j |x j |
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Fig. 3. (a) Specific F(x) (see Fig. 4 for synthesis details) for the system of Fig. 1 for comparison to (b) |F(x)| (x is a voltage in this case).

b j = 1

2
(m j − m j−1), j = 1, 2, . . . , n. (2)

The main result pertains to the nature of PWL nonlinearities,
FPWL(x), which can be thought of as a subset of generalized
nonlinearities F(x). In this context, q(x) of (2) provides
a means for constructing F(x). The subscript is omitted
for convenience (the nonlinearity need not be PWL; precise
formulations are easier to describe in a PWL format). The
idea is to be able to create predetermined and controllable
multiple stable equilibriums (limit cycles) for the system
of the type shown in Fig. 1. All the proposed electronic
systems, and in particular, F(x), adhere to the tenants of
Weierstrass Approximation Theorem [20] and Brayton–Moser
Theorem [21].

Definition 2:

E = {2k : k ∈ Z}; O = {k : k ∈ Z}
where E is the set of even integers and O is the odd integers.

Theorem 3: A system that is described by (6), which con-
tains continuously differentiable F(x), and g(x) = x , will
always give rise to exactly � = n−1

2 limit cycles, �p ,
{�p | p = 1, 2, . . . , ((n − 1)/2)}, when F(x) is described
as follows.

1) Following the notations indicated in Lemma 1, for a
given continuously differentiable F(x) with {m j | j =
0, 1, 2, . . . , n ∈ O}, we require that {0 < m j < ∞ | j ∈
E} (including 0) have strictly positive slope and {−∞ <
m j < 0 | j ∈ O} have strictly negative slope.

2) F(x) will have strictly n real roots, with one real root
between each break points as described in Lemma 1.

3) F(x) will be odd-symmetric F(x) = −F(−x) [−∞ <
x < ∞]. See Fig. 3(a) and (b) for a representative
example of such a condition.

4) Most importantly—the set of nonzero extremes points
for |F(x)| will be described by a strictly monotonic
increasing function, x ∈ R. This is clearly illustrated
in (for example) Fig. 3(b).

5) F(x) → +
− ∞ as x → +

− ∞.

Moreover, there will be �
2 + 1 stable limit cycles that result

from such an F(x).
Remark 4: Unlike the previous results in the literature,

these results are not limited to just so-called quasilinear
oscillations. They are valid over all ranges of oscillations from
quasilinear to relaxational in nature. Llibre et al. [22], [23]
provides a partial verification of this result. The proof is
provided in Appendix D.

III. F(X) SYNTHESIS

The selected method to implement desired nonlinearities is
represented in a sequential fashion. Some type of feedback
is necessary to acquire negative resistance regions. A suitable
means involving (reliable) operational amplifiers (OP-AMPs)
is described in Fig. 4 and (3) [24] as follows:

R3 > 0; E1 = EB1ES+ + EB2|ES−|
ES+ + |ES−| + EB1 − EB2

R4 = [ EB1 + |ES−|
E1 − EB1

]R3; R7 = R3 + R4

(m0 − m1)R3

R6 = R7

m0 R7 − 1
; E2 = R6[m0 EB1 + |ES−|

R7
− IB1]. (3)

In (3), E
S +

−
refers to the supply voltages for the OP-AMP.

The other parameters are indicated in Fig. 4.

A. F(x)-Based System Examples

Changing only L or C or both, while retaining the exact
same topological nature of the system indicated in Fig. 4, both
quasilinear and relaxational multistable devices are realized as
a consequence of Theorem 3. This representation is referred to
as a virtual quantum well multi-stable oscillator (VQWMO).
This is an autonomous system since there are no external
forcing functions. The associated steady-state equilibrium con-
ditions are strictly a function of the initial conditions (and the
associated domains of attraction). The resultant oscillations are
stable (quantized) in terms of both amplitude and frequency.
For the single element F(x) case, the frequency (period of
oscillation) for all limit cycles is roughly the same.

In order to consider an actual practical realization, some
additional insight is appropriate. In particular, it is useful to
note that the parameter μ of the Rayleigh form of a Lienard
Equation (8) can be derived from the Lieanard form (6) and
that μ = (L/C)1/2 for the system in Fig. 1.

For the nonlinearity described in Fig. 4, an actual imple-
mentation results in a nonlinearity as described in Fig. 5.
It is evident that this nonlinearity will give rise to three
stable limit cycles (oscillations) and two unstable ones that are
separatrices in the phase plane. The phase plane is equivalent
to the I–V characteristic plane for F(x) and this relationship
is illustrated in Fig. 6. It is important to note that the means
for synthesizing the nonlinearity of Fig. 6, based on two
transistors per branch as compared with OP-AMPS, is the
simplest possible, as compared to what was shown in Fig. 5.
In general, for alternative systems of interest, the nonlinearity
need not be synthesized with electronic components. More
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Fig. 4. (a) Indicated PWL characteristic, Ak , consistent with Lemma 1 formulations and is realized by the (b) OP-AMP circuit, for set of parameters specified
by (3). The parallel combination of each element, Ak , with suitably determined parameters achieves the desired system associated with Theorem 3 and Fig. 1,
for the three stable limit cycle case, p = 5, k = 1, . . . , p. Roughly, the associated nonlinearity, F(x), where x is a voltage looks like that shown in Fig. 3(a).

Fig. 5. Synthesized nonlinearity, F(x) by the approach in Fig. 4.

generally, it would be characterized by creating varying elec-
trodynamic boundary conditions with changing permeability
and/or dielectric constants. It is also important to note that the
nonlinearity need not be PWL. Appendix B shows some results
for devices that were realized with a nonlinearity dependent
on branches with two transistors. As shown in Appendix B,
the resultant waveforms are not as precisely formulated due
to the difficulties of working with off-the-shelf transistors.
OP-AMPS yield more desirable results when tight tolerances
are required and device substrate level implementation is
unavailable. These devices are more suitable for illustrating
the governing principles.

With the nonlinearity in Fig. 5 applied to the circuit
shown in Fig. 1, the resulting stable oscillations are shown
in Figs. 7 and 8. The only difference between these two
examples is the values of L and C . Hence, as outlined in
Theorem 3, both quasilinear (Fig. 7) and relaxation (Fig. 8)
oscillations are achieved. With respect to fast switching times,
the relaxation oscillations are a prime candidate, as the rise
(fall) times are much faster.

B. High Power System Fast Switching Considerations

The previous section demonstrated the practical synthesis
considerations for a “low power” situation. For convenience,
the circuit shown in Fig. 4 was utilized as the simplest two-
transistor formulation for each branch of the system illustrated
in Fig. 6 was not available. Specifically, when working with
available commercial transistor parts at lower voltages, it is
not convenient to realize a suitable F(x). For a high power
implementation, a two-transistor per branch approach would
be pursued. The two-transistor formulation is also more closely
aligned with equivalent circuit nonlinearity considerations
associated with a naturally occurring physical system, such
as a plasma.

In order to make the transition times as quick as possible,
it is clear that the parameter μ = ( L

C )
1
2 is the important

governing relationship. In fact, μ is directly related to the
Lyapunov Exponents that are an indicator of the rate of
convergence to a stable limit cycle [16]. For very large values
of μ (theoretically), convergence can become infinitely short.
While there are obvious practical limitations, it is noteworthy
that this feature is what provides a forcing function that is
not available in 1-D solutions. Hence, operating in the 2-D
phase space is imperative in order to provide a “force” that
directly impacts switching speeds. It is conceivable that one
might make this conclusion based purely on first principles.
However, this result shows precisely how to receive a desirable
result.

C. Pulse Shaping Considerations

While Section III-B may highlight some key characteris-
tics regarding switching speeds, there are further important
considerations. Pulse shaping is an important one. Depending
upon the value of μ, it is conceivable to create an oscillation
that has the desired shape and duration by either biasing the
output or else rectifying it. If this were the case, there would
not be a need to have more than one stable oscillation and a
relaxation oscillation with a nonlinearity, F(x), yielding only
one stable solution would suffice. However, if it is desired
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Fig. 6. Multistable device synthesis.

Fig. 7. Time-domain representation of physically realized quasilinear VQWMO with three stable limit cycles. This case is referred to as a quasilinear

oscillation where the oscillations are near sinusoidal. In this case, L = 36 mH and C = 0.5μF. This is the small μ = ( L
C )

1
2 case. (a) Smallest limit cycle. (b)

Middle limit cycle. (c) Largest limit cycle.

Fig. 8. Time-domain representation of physically realized quasilinear VQWMO with three stable limit cycles. This case is referred to as a relaxation

oscillation where the oscillations are far from sinusoidal. In this case, L = 36 mH and C = 0.00005μF. This is the large μ = ( L
C )

1
2 case. Note that the scale

is amplified on small oscillation for clarity. (a) Smallest limit cycle. (b) Middle limit cycle. (c) Largest limit cycle.

to further enhance the shape of a high energy pulse, then
the VQWMO is uniquely suited to this task. In this work,
the general consideration is to transition from one (average)
energy to another. If a single stable limit cycle suffices, then
this can be viewed as a degenerate “transition,” which happens
to be consistent with the overall results presented.

It is clear that large oscillations, when there are more than
one, are at increasing (average) energy levels. Hence, in order
to switch from a low energy output to a high energy one, given
the 2-D nature of the phase plane dynamics, it is necessary to
implement two discrete changes in initial conditions. A tran-
sient voltage applied to the elements of the system in Fig. 1 is
all that is necessary. For the systems that have been practically
realized, this is easily realized with a simple “one-shot”
switch. Alternatively, when speed and precision are important,
one can imagine a photosensitive switch activated by a laser.
The turn on and off would be consistent with the speed of light.

For an initial condition near the first limit cycle (in the domain
of attraction of the smallest limit cycle), the smallest limit
cycle would result. A second application, near the largest limit
cycle, would result in that largest output. A final application of
changing initial conditions would be to return to the smallest
limit cycle. In this manner, the required “pulse” would result.
A simulation for this is shown in Fig. 9. In this scenario,
suitably fast convergence to stable equilibrium is assumed. An
actual fabricated circuit based on these principles is described
in Figs. 11 and 12.

In the particular case of basing switching operations on a
particular multistable Lienard-type oscillator, it is apparent that
the parameter μ, combined with a suitable nonlinearity and
suitable initial conditions, are key factors in determining the
rate, shape, and timing of completely controllable pulses that
take on desirable characteristics. This approach and associated
forcing functions are unavailable by conventional approaches.
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Fig. 9. SPICE simulated pulse shaping for the circuit in Fig. 1 with the
nonlinearity in Fig. 5 with L = 1.5 mh and C = 0.000022 μF. Since there are
three stable limit cycles (only two are necessary), initial conditions are applied
to change oscillation from the small to the large and then back again to the
small cycle. By changing the points at which initial conditions are applied,
the shape of the pulse can be as narrow as desired—even a portion of a limit
cycle for a suitably large μ. Also, note the delay between applying the initial
conditions and when the larger oscillations actually began—this may be an
artifact of the numerical integration incorporated into SPICE. In this manner,
it is straightforward to switch from low power to higher power in a controlled
manner.

Fig. 10. Phase plane limit cycle convergence details. The phase plane
is divided into concentric domains of attraction. Since the limit cycles are
periodic, there is an associated zero crossing for both current and voltage.
Hence, by applying a zero power voltage or current at the appropriate
location in the phase plane, for the desired limit cycle, the transition will take
place. The rate of the transition is faster with increasing μ, which, in turn,
is proportional to the associated Lyapunov Exponents [16]. Note that as μ
increases, the resultant phase plane periodical regimes become less and less
elliptical [25].

D. Initial Conditions Power Requirements

Fig. 10 illustrates the requisite details regarding switching
from one limit cycle to another. Large power levels are not
necessary, as initial conditions can be applied near the zero
crossing for the oscillator in order to transition to a new
(average) energy level resultant domain of attraction.

Because of the low power requirements, the changes in
initial conditions to the oscillator are amenable to making use
of a laser with a photosensitive receptor circuit in order to
make application to be as precise as desired.

An illustration of these principles is shown in Fig. 11.

E. Further Nonlinearity Considerations

Fig. 3(b) introduces two parameters D1 and D2. These
parameters are a key to determining the location and bound-
aries between the multiple domains of attraction. By assuring

Fig. 11. Oscilloscope trace for actual pulse formation consistent with
Figs. 9 and 10. The return to the small limit cycle, in this particular circuit
embodiment, was influenced by the middle stable limit cycle, which prolonged
the return to the small stable limit cycle. If this had not been present (the
actual device has three stable limit cycles), then the return to the small limit
cycle would have been faster. The period of time that the device is oscillating
on the middle stable limit cycle is consistent with the rate of decay of the
change in initial conditions. If there had been just two stable limit cycles,
this would have been avoided (and a typical field application would have
been designed with this in mind). Some modifications to μ were necessary as
compared to the circuits illustrated in Figs. 7 and 8. The nonlinearity, F(x),
in all the circuits (oscilloscope traces) is the same and was implemented
as described in Fig. 5. Note that the small limit cycle is barely visible in
the right side of the oscilloscope trace. The digital oscilloscope was slow to
adjust completely. If the oscilloscope is allowed to run continuously, it is clear
that the small oscillation is resumed. The deviation from the ideal situation
described in Fig. 9 is governed by the parameter μ, the time constant of the
applied initial condition, as well as the number of stable limit cycles present.
For sufficiently large μ and sufficiently “sharp” initial conditions, the number
of limit cycles is irrelevant.

Fig. 12. Printed circuit assembly showing the fabricated results for an actual
circuit to realize an F(x) that provides for three stable limit cycles. The
nonlinearity is dependent upon the LT 1226 OPAMP as described in Fig. 5.

that they are sufficiently large, it provides for suitable large
separation between the average energies of the resultant stable
oscillations. These elements of the design represent an addi-
tional degree of freedom.

IV. CONSEQUENCES OF MULTIPLE STABLE EQUILIBRIUMS

It is worthwhile to take account of the significance of
transitioning from one limit cycle to another. Given that pulse
formation is necessarily something that is described in the
dynamical phase plane, then only two sorts of stable transitions
are possible. Stable equilibriums only come in two sorts,
either: 1) limit cycle or 2) fixed point. This implies only
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three sorts of transitions are possible: 1) fixed-point-to-fixed-
point; 2) fixed-point-to-limit-cycle; or 3) limit-cycle-to-limit-
cycle. Clearly, only one of these transitions conforms with a
dynamical system that remains a dynamical system. Stability is
required for observability (accuracy) and controllability (pre-
cision). Engineered systems always rely on these principles.

In the case of a fixed point-to-limit cycle transition, in order
for equilibrium to be reached, which signifies a “known”
(end-state) condition, the system must transition from being
dynamical to rest. Alternatively, it must transition from rest to
a dynamical state. In the course of this transition, necessarily,
energy must be lost to reduce inertia, or else extra energy must
be added to overcome rest-state inertia. This is inefficient in
terms of both energy and associated time response. However,
in the case of limit-cycle-to-limit-cycle transitions, from one
periodical state to another stable periodical state, this has the
potential to be more efficient in terms of both energy and
time of transition. This can alternatively be interpreted as
continuously dynamical without inefficiency. Hence, such an
approach can be more efficient with respect to creating 2-D
energy transitions in the phase plane. For a suitably designed
system, the inefficiencies of transitioning to (or from) a rest
state can be avoided. This is a very significant observation as it
suggests that the key to efficient energy transitions, regardless
of the medium (HPM, lasers, or else plasmas) are best achieved
by a suitable nonlinearity, which allows for transitions from
one periodical solution to another. This does not appear to be
generally known or understood. The nonlinearity described by
Theorem 3 may not be the only one that allows for limit-cycle-
to-limit-cycle transitions in the phase plane, but it is certainly
representative of one that can be physically realized to achieve
such efficiencies.

V. CONCLUSION

A nonlinear oscillator with the following characteristics:
1) multiple stable limit cycles;
2) simple parameter that allows for determining the quasi-

linear or else relaxational nature of the oscillations;
3) simple means to transition from one energy level to

another.
provides the basis for realizing virtually any desired pulse
characteristic in the phase plane. As there is an inherent
forcing function (in this case it is not external) associated with
an oscillator and there are associated Lyapunov Exponents that
govern convergence to solutions [16], an oscillator is an ideal
means in order to create suitably fast transitions. Assuming
sufficiently large Lyapunov Exponents are chosen, then the
multistable oscillator presented will allow for as fast as desired
transitions from one energy level to another, in a bidirectional
manner. By choosing one stable limit cycle to be at low
energy level and another at high energy level, the basis for
a rapid bidirectional switching transition is created. Such an
approach is suitable for a variety of applications, especially
those requiring pulse shaping in order to maximize power
delivery with minimal energy.

As is shown in the analysis, as well as the associated
physics, an oscillator of any sort requires a “negative resis-
tance.” The special form of a nonlinear resistor that provides

for multiple zones of negative resistance is a particularly
important result. As the associated mathematics indicate such
a nonlinearity will be a prerequisite of 2-D pulse shaping for
a variety of applications across the spectrum of pulse shaping
requirements, including high power situations.

Appendix A describes why it is feasible to represent any
pattern of interest based on phase plane (only) considerations.
This basis underlies the generality of the results presented in
this paper. Appendix B provides more insight into the nature
of the governing mathematics and physics associated with the
VQWMO.

APPENDIX A
TOPOLOGICAL CONSIDERATIONS

Imagine that the device is going to be useful in representing
systems or objects that are defined in what can equivalently
be thought of as four dimensions, time and space, or more
formally as a Minkowski Space.

Theorem 1: For an invariant dynamical system in a
Minkowski Space, a fixed symmetric pattern is represented
by no more than two complex planes (manifolds), C

2.
Proof: The Cayley–Dickson formulation [26] assures that

it is possible to successively create sequences of Algebras,
such that the next is twice the dimensionality of the previous
one. For our purpose, it is assumed that all that we would
like to “recognize” is defined by Minkowski Space, which
is a fourth-order space covered by Cayley–Dickson [26] and
generally attributed to Hamilton. It is, therefore, possible to
show that for the generalized quaternion

q = w + x i + yj + zk

where i, j, k are mutually perpendicular bivectors, which
satisfy the relationship i2 = j2 = k2 = ijk = −1, and
w, x, y, z ∈ R , then

q ≡ (w + x i)+ (y + zi)j

represents two independent manifolds in C
2, which are suf-

ficient to represent the space. Further details can be found
in [27].

Next, we recognize that by choosing the two complex planes
to be orthogonal, with one of them perpendicular to the time-
varying flow of the system, then only one manifold in C

2 is
sufficient to represent a system that is stationary.

Finally, since according to the Noether Theorem (assuming
we have a suitably constructed system we wish to repre-
sent), [28] then we can be assured that a suitably conservative
system will give rise to a stable symmetric pattern in the
indicated plane(s).

Remark 1: The concept of using planar projections to
represent patterns of interest is well founded for generalized
dynamical systems of the natural world.

APPENDIX B
MULTISTABLE DEVICES

For simplicity, it will be assumed that the periodic signals
of interest are representable in the complex plane C

n , where
n = 2.
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If the signal of interest, s(t), is periodic and is representable
in the phase plane C

2, then one can imagine that it must
correspond to a closed orbit. Since more typically, s(t) =
f (t)+η(t) where f (t) is the actual signal with additive noise,
η(t), it is important to consider that for practical situations,
s(t) will have a noise component that will not detract from its
ability to remain periodic.

The classical nonlinear system, especially with respect to
dynamics on a particular manifold of interest is the subject
of various well-established works [3]–[7], [18]. The “dot”
operator indicates a derivative with respect to an independent
parameter of time for the classical nonlinear system

ẋ = f(x).

In general, x ∈ Rn . It is often convenient to represent planar
systems, where n = 2, as

ẋ = P(x, y); ẏ = Q(x, y). (4)

In some cases, the general nonlinear system can be parame-
terized to be dependent upon a scalar quantity, μ ∈ R, which
can be thought of as

ẋ = f(x, μ) (5)

and the parameter μ is a so-called bifurcational parameter;
very often as this parameter is allowed to vary, the phase-
portrait, or else the generalized solutions of the systems
of equations, φt , take on qualitatively different topologies
depending upon this parameter.

With this in mind, the class of systems under consideration
is described as Lienard Systems of the form

ẋ = P(x, y) = y − F(x); ẏ = Q(x, y) = −g(x). (6)

Such systems are described in many references. As shown
in [18], the following parameters will also be of use:

μF(x) =
∫ x

0
μ f (s)ds; G(x) =

∫ x

0
g(s)ds (7)

where it is well understood that (6) is equivalent to the
autonomous system

ẍ + μ f (x)ẋ − g(x) = 0. (8)

One of the best known examples of such a system is the van
der Pol Oscillator, which is a particular version of a Lienard
system

ẍ + μ(x2 − 1)ẋ + x = 0. (9)

Equation (9) is known to give rise to a single limit cycle
(oscillation), which is characterized by a closed continuous
curve in the phase plane. As the parameter μ → 0, the limit
cycle becomes more and more circular, as compared with the
so-called relaxational oscillations that occur when μ → ∞.

For convenience, a limit cycle associated with a generic
nonlinear oscillator will be defined by the symbol � where the
time-varying nature of the limit cycle is implicitly assumed,
as such a limit cycle is periodic by definition. The associated
planar flows for such a nonlinear oscillator are represented by
φt (x0), where x0 = (x0, y0) are the associated planar initial

conditions. The time-varying nature of the flow is explicitly
indicated, as unlike the limit cycle, �, the nature of the flow
will depend upon the initial conditions. For simplicity initially,
the possibility of multiple different limit cycles is neglected.

The limit cycle, �, for (9) is centered with respect to the ori-
gin that is termed a center. The planar flows associated with the
initial conditions x0 = (x0, y0) are such that |x0| = �− < |�|,
so that φt (x0) will evolve over time to a steady state limit cycle
such that |�| = 2 (for sufficiently small μ). We only assume
sufficiently small μ, but the same is true for larger μ under
suitable circumstances [25]. Similarly, for initial conditions
outside of these steady-state conditions, �, the associated
planar flow when |x0| = �+ > |�|, φt (x0) will end up in
the same steady-state oscillation, �. As the parameter μ is
increased, the shape of the oscillations will become less and
less sinusoidal, which means that |�| = K (t) �= 2, where
K(t) represents the time-varying nature of the magnitude |�|
resulting for μ � 0. While the nature of (9) looks disarmingly
simple, the nature of the solutions is particularly rich. It
is important to indicate that not all variations of (6) will
give rise to steady-state stable oscillations. This means that
certain conditions on F(x) (or equivalently f(x) ) and G(x) [or
equivalently g(x)] will be the primary means by which the
character of the phase plane portrait will be determined.

As first exploited in the works of Viviani and
Saet [15]–[17], [25], [29]–[33] of particular interest is
the occurrence of more than one limit cycle associated with
the system (6).

In this regard, citing a particular Theorem [18] is useful
for illuminating the character of these limit cycles for small
parameter μ [realizing that (5), which is dependent upon μ can
be subsumed in (6) and, therefore, takes on the formulation
indicated in the following proof].

Theorem 2: For � �= 0 sufficiently small, the Lienard
system (6) with g(x) = x and F(x) = �[a1x + a2x2 +
· · · + a2m+1x2m+1] has at most m limit cycles; furthermore,
for � �= 0 sufficiently small, this system has exactly m
hyperbolic limit cycles that are asymptotic to the circles of
radius r j , j = 1, . . . ,m, centered at the origin as � → 0 iff
the mth degree equation

a1

2
+ 3a3

8
ρ + 5a5

16
ρ2 + 35a7

128
ρ3 + . . .

+
(

2m + 2
m + 1

)
a2m+1

22m+2 ρ
m = 0

has m positive roots ρ = r2
j , j = 1, . . . ,m.

Proof: See Blows and Perko [34], Theorems 1.1–1.3, and
Proposition 1.1.

Remark 2: Similar results are found in Andronov et al.
[5]—Theorem 76 and other results [17]. In addition, it is
important to note that the “center” at the origin when asso-
ciated with more than one hyperbolic limit cycle can either
be stable or unstable depending upon the number of roots
of the equation in Theorem 2. Also, as a result of Green’s
Theorem on the plane, the “nested” limit cycles (when there is
more than one) must alternatively be stable and unstable, with
the unstable ones serving as separatrices for the domains of
attraction for the stable ones. Finally, Theorem 2 addresses the



3236 IEEE TRANSACTIONS ON PLASMA SCIENCE, VOL. 47, NO. 7, JULY 2019

Fig. 13. (a) N+1 order phase plane portrait and the associated partitioning of
stable (black) and unstable (red) limit cycles of the phase plane. (b) N th order
(versus N+1) partitioning of the phase space in a complementary manner.

Fig. 14. (a) and (b) represent the nonlinearities that correspond to
Fig. 13 (a) and (b), respectively. The superimposed flows illustrate the
approximate location of limit cycles for μ � 1 in (6) (nonlinearity is only
the solid portion of the curve, which is represented in the phase plane, as in
the case in Fig. 13).

situation of a small parameter variation from a linear case. In
the event that μ → ∞, it is necessary to resort to other means
to determine the nature of the associated limit cycles [35]. The
nonlinearities presented in this work are also valid for large μ,
and a proof results by combining Mishchenko and Rozov [35]
and Hirsch and Smale [36] results.

Based on Theorem 2, it is, therefore, completely reasonable
to expect to partition the phase plane as shown in Fig. 13. As μ
increases and the associated oscillations become more and
more relaxational, the character of the limit cycles will adhere
more closely to the dotted lines indicated in Fig. 14 [35].
Fig. 17 illustrates the interdependence of the nonlinearity
F(x) and the associated limit cycles for an actual device for
intermediate μ.

APPENDIX C
PHYSICAL DEVICE REALIZATION—VIRTUAL QUANTUM

WELL MULTI-STATE OSCILLATOR

The device realization is based on the superposition of mul-
tiple negative resistance elements, which are, in turn, combined
in parallel (for the case of voltage controlled devices). The
result is termed a VQWMO as illustrated in Figs. 6 and 15.

Applying the transmission line equivalent solutions to the
Schroedinger Equation [37] and the I–V descriptions sug-
gested in Figs. 6, 14, and 17, what follows represents a
discrete component realization of a quantum well multi-state
oscillator [38].

The salient feature of (6), F(x), is realized by the one-
port in Fig. 15. Such a structure can be made to function
with discrete components, and other implementations are
feasible as well. This structure was first described by Saet
and Viviani [32], where there are pairs of identical branches,
except for polarity. The representative topological structure of
the nonlinear R�

i s in Fig. 15 is shown in Fig. 18.
When this structure is combined with suitable inductance

and capacitance as illustrated in Fig. 6, this will result in
a VQWMO.

Fig. 15. VQWMO nonlinearity, F(x), topological structure.

Fig. 16. (a) Infinite source of electrons impinging on a generalized
boundary, which may be “transparent.” (b) Manner in which such electrons
are “contained.”

Assuming a clockwise flow of electrons based on a superpo-
sition of multiple 1-D components that comprise the multiple
nonlinear resistors in Figs. 15 and 6, one can imagine a model
that conforms to Fig. 16 associated with the multiple limit
cycles previously characterized in Figs. 13 and 14, which are
guaranteed by the associated mathematical formulations of the
previous section.

1) In terms of the proposed device characteristics in a
quantum mechanical sense, a stationary probability den-
sity current [37], [39] ⇔ a stationary average power,
where the term power is associated with the product of
voltages and currents. This can be derived as follows,
assuming sinusoidal variations only in the “x” direction,
where Fig. 16(b) suggests a “channel” within which only
variations in x are perceptible to a particle

S = h̄

2 jm∗

(
ψ∗ dψ

dx
− dψ∗

dx

)
= 1

2
Re[φψ∗]= 1

2
Re[V I ∗]

(10)

where

a) S
def= probability density current;

b) ψ∗(x) def= complex quantum mechanical wave func-
tion with only x variations;

c) φ∗(x) def= h̄
2 jm∗ψ∗ dψ

dx ;

d) h̄
def= modified Planck’s constant;

e) m*
def= effective mass;

f) j
def= √−1;

g) V(x)
def= complex voltage in the x-direction;

h) I(x)
def= complex current in the x-direction;

i) *
def= complex conjugate (generally).
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Fig. 17. Phase plane with superimposed characteristic, F(x), for Fig. 15
with N = 6, based on the nonlinearity in Fig. 18—the profile of voltages is
as follows (volts): V1 = 3.0, V24 = 5.5, V3 = 1.0, V4 = 4.0, V5 = 0.5, V6
= 2.0; L = 800 mH, and C = 5μ f. The set of resistors is not shown (for
simplicity).

Fig. 18. Nonlinear Elements for each Branch in Fig. 15. Here the FET is
2N4338 type and the bipolar junction transistor (BJT) is a type 2N2905A.
The resistor values are somewhat variable per stage but typically in the 50K
ohm range.

Hence, we require a device capable of delivering mul-
tiple “quantized” power levels, with a finite source of
energy.

2) With respect to understanding the function of the pro-
posed quantum mechanical device, losses in the “chan-
nels” described in Fig. 16 are essentially nil.

The device proposed in Figs. 6 and 15 is consistent with
the indicated solution to the indicated transmission line for-
mulation of the Schroedinger Equation.

The key feature of a VQWMO is the nonlinearity, F(x) [or
equivalently f (x)] of (6). Fig. 17 shows what the combination
of superimposing Figs. 13 and 14 looks like for the particular,
F(x), for Fig. 6. In addition, photographs of physically realized
limit cycles are shown in Fig. 19 in order to confirm physical
reality of such devices.

APPENDIX D
PROOF OF THEOREM 3

Lemma 5 (Weierstrass Approximation Theorem [20]):
Suppose F is a continuous real-valued function defined
on the real interval [a, b]. For every � > 0, there exists
a polynomial p(x) such that for all x in [a, b], we have
|F(x) − p(x)| < �, or equivalently, the supremum norm
||F − p|| < �.

Remark 6: It should also be noted that the fundamental
theorem of Algebra indicates that a polynomial of degree “n”
necessarily has “n” roots, some of which may be degenerate.
In addition, it is well known that a polynomial can be realized
by factoring it in terms of its roots. We will use this to show
that for a given PWL function, f (x), a suitable polynomial
approximation exists.

Lemma 7 (Brayton–Moser Theorem [21]): Suppose we
consider a standard electrical network (the complete details
of the term “standard” are omitted for simplicity, but may be
better understood by reference to standard texts on circuit
theory) of components that are interconnected in a manner
that can be defined by a graph G, which is comprised of
directed branch currents ik , and nodal voltages vk where
k indicates the kth branch or node, respectively. Therefore,
the set of branch currents for the network can be denoted as
the vector i and similarly nodal voltages are represented by
vector v. Hence, the network power, P , can be denoted by
the scalar product P = �v, i.

Continuing in the spirit of [40] and [41] and recognizing
that the generalized network includes nonlinear, possibly time-
varying inductors, capacitors, and resistors (to include negative
resistance as well), the following definitions are necessary to
interpret the final result. Note that further details regarding the
exact means to construct the so-called mixed potential function
Q will be omitted for simplicity.

Hence, a differential relationship for the scalar P can be
defined as

dP = dG + dJ
where

dG = �i, dv, dJ = �v, di.
For completeness, it is useful to recognize that the set

of network capacitors and inductors gives rise to matrices
C and L, which are derived from associated graph theory
consistent with the vectors v and i. Furthermore, it is important
to note that, in general all elements of the state of the system
will be time varying. Hence,

i = C(v)
dv
dt
, v = L(i)

di
dt
.

Next, we note that the state space is governed by a manifold
	 ⊂ R

2 × R
2 that is reduced from a dimension of 3 as a

consequence of the fact of the following main result of the
Brayton–Moser Theorem:

ψ =
(

i
v

)
; Q(ψ) =

(
L(i) 0

0 −C(v)

)

then

Q(ψ)dψ

dt
= ∂Q(ψ)

∂ψ
. (11)

Observations of consequence to what follows.

1) The integral of any curvilinear curve in the state space
(phase plane) for each of the quantities dG and dJ
is zero. While the system is dissipative, if the time-
varying nature of the system is not constant, then it



3238 IEEE TRANSACTIONS ON PLASMA SCIENCE, VOL. 47, NO. 7, JULY 2019

Fig. 19. Physically realized VQWMO with 3 stable limit cycles that are topologically consistent with SPICE simulations shown in Fig. 17. These were
realized with different components, with different operational ranges.

must be periodic, assuming it is stable. If the state
of the system as determined by i and v is periodic,
so must be the mixed potential function Q(i, v). But
since Q is a measure of “power,” then its integral over
a curvilinear curve must be zero (indicating something
is consuming energy and something is supplying energy
in a compensating manner).

2) These observations are valid for whatever nonlinear
resistor may exist in the network [40]. This is deter-
minable by relying solely on the inductor and capacitor
states. It is valid even if for nonconstant inductors and
capacitors.

3) Details of constructing mixed potential functions Q
are consistent with standard circuit analysis methods
associated with Kirchoff voltage–current relationships,
but they require systematic procedures that are specific
network dependent. A simplified example is provided
in [40]. In general, simplified examples are not widely
seen. For what follows, we are primarily interested in the
confirmation that such a function exists, and the details
will not be necessary in order to draw conclusions.

All the proposed electronic circuits, and in particular,
F(x), adhere to the tenants of Weierstrass Approximation
Theorem [20] and Brayton–Moser Theorem [21].

Lemma 8: As specified in (6) for g(x)
def= x , and a particular

three-segment F(x) described as in (2) and Fig. 20 by

F(x) = {b1|x − x1| + b2|x − x2|}
x1 < x2 ∀ |x1| = x2 > 0

m0 = m2 > 0 and m1 < 0

b j = 1

2
(m j − m j−1), j = 1, 2. (12)

Such a system can be thought of as a PWL van der Pol
Oscillator. In addition, if it is not already obvious, we require
that:

1) F(x) will be odd-symmetric such that F(x) =
−F(−x) ∀ [−∞ < x < ∞];

2) F(x) → +
− ∞ as x → +

− ∞.
Such a system will have one unique limit cycle.

Proof: Following from [36, pp. 217–225], we define the
regions indicated on Fig. 20 as

v+ = {(x, y) | y > 0, x = 0}
g+ = {(x, y) | x > 0, y = F(x)}
v− = {(x, y) | y < 0, x = 0}
g− = {(x, y) | x < 0, y = F(x)}.

Fig. 20. Specific PWL van der Pol nonlinearity, F(x), and regions proposed
in [36].

In [36], instead of F(x), the specific form of the van der Pol
Oscillator, Fspecific(x) = x3 − x is declared for the boundaries
on the regions of interest. The nature of the associated vector
flows, in the vicinity of regions of interest, subject to the
indicated boundaries is the key concern. The formulation of the
(unlabeled) proof shown in [36] requires only that F(x) is an
odd symmetric function, and for each of the indicated regions
it is monotonic. Additional conditions mentioned above are
also satisfied. Hence, the specific nonlinearity of (12) is
topologically equivalent to Fspecific(x) described in the van
der Pol Oscillator. Therefore, as in the case of the van der Pol
oscillator, the so-called proposed PWL van der Pol Oscillator
also has one unique limit cycle.

Remark 9: These results can also be confirmed indepen-
dently in [22] and [23].

Remark 10: The formulation presented in [36] will be
additionally utilized in what follows. Although not specifically
mentioned in [36], for the regions described in Fig. 20, you can
think of an additional set of boundaries associated with upper
(lower) limits on the indicated ones. In the case of Fig. 20,
the additional upper (lower) limits are +

− ∞.
Proof: To begin, for concreteness, we note that according

to Theorem 2, multiple limit cycles for (6), with continuously
differentiable polynomials, �F(x)Theorem 2, and g(x) = x ,
exist. However, the conditions on both � as well the associated
coefficients described by Theorem 2 are not sufficient for our
purposes. Hence, by application of Lemma 5 and taking note
of the fact that any polynomial can be factored dependent
upon its roots, we can conclude that F(x) is completely
representable by a nth order polynomial. Moreover, it will be
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Fig. 21. Critical regions of interest consistent with the formulation of the
Theorem on [36, p. 218] in order to extend the proof to multiple limit cycles
for a nominal characteristic, F(x). To reduce clutter, only v+

k and g+
k regions

are indicated.

topologically equivalent in terms of the number of maximums,
minimums, and roots. Hence, the PWL representation is not
restrictive in nature, as compared with other results. By starting
with a PWL representation, an nth order polynomial can be
determined, at least some of the time, according to Lemma 5.

Next, we note that according to Lemma 7, if multiple limit
cycles exist for Fig. 1 which is one-to-one with (6), then they
necessarily will have a mixed potential function Q according
to (11) which will result in concentric curvilinear curves in
the phase plane. This is also seen as a consequence of Green’s
Theorem in the plane. Accordingly, due to Green’s Theorem,
the limit cycles, with separated concentric Q, will correspond
to alternating stable and unstable limit cycles. Moreover,
the unstable limit cycles will serve as separatrices (boundaries
between) alternating stable and unstable limit cycles. Hence,
they can be seen as boundaries on concentric domains of
attraction. Presumably, the unstable limit cycles would not
be recognizable according to (11), unless an appropriate sign
reversal was incorporated into the analysis.

For the next logical arguments, the reader may find it useful
to refer to Figs. 3 and 22 as they are the representative
of generally arising attributes that are described next. We
note that according to Lemma 7, the mixed-potential function
has units of power and that it simultaneously must satisfy
F(x) (where x is a voltage). Hence, in Fig. 22(b), where
|F(x)| is proportional to “energy” in the system, which is
dissipative for (6), then the stable solutions must correspond
to a negative sloping segment in the right-half-phase plane for
|F(x)| and (odd-symmetric) positive-sloping left-half-phase-
plane equivalent for x < 0. Of consequence is the fact that
there exist only a specific set of PWL segments where this
can occur. By inspection, the list of candidate locations is
obvious. These dependencies related to energy arguments are
also evident in Fig. 22(a). However, by referring to Fig. 22(b),
it is clear that there are successive local minimums in energy
that result from the specific nature of the required F(x). Such
a condition is necessary and sufficient for the existence of
multiple equilibriums in a circuit (equation), which is governed
by (11).

In Lemma 8, the arguments to prove the existence of the
van der Pol Oscillator limit cycle first presented in [36]
were applied to a single limit cycle PWL case. These are

Fig. 22. A specific F(x) for the circuit of Fig. 1, with L = 2.5mhenries
and C = 0.22μfarads, is superimposed on the resultant 3 stable limit cycle
solutions in (a) versus superimposing |F(x)| on the same result in (b). This
is done to show the relationship of the associated dynamical solutions to the
generative nonlinearity, F(x) (where x is a voltage in this case).

now expanded to consider a multiple limit cycle situation.
The reader is referred to Fig. 21, where the arguments on
boundaries and flows within regions are expanded and the
notations are extended from those of Lemma 8 in an enumer-
ated manner. Assuming that multiple limit cycles exist, then
according to Green’s Theorem, the boundaries of the zones of
attraction must be associated with intervening unstable limit
cycles. These unstable limit cycles can be considered to be
equivalent in effect to the boundaries of the flows in the phase
plane described in Lemma 8 and [36]. That is, the unstable
focus at the origin in [36] and Fig. 20 can be represented
as an unstable limit cycle (lower) boundary as suggested
in Fig. 21. Similarly, an unstable limit cycle (upper) boundary
can replace the one at ∞ for Lemma 8, when applied to the
case of more than one stable limit cycle. Taking simultaneous
account of the restrictions due to Green’s Theorem and those
of Lemma 7, it is evident that there are specific positive
sloping line segments to which the corresponding arguments
suggested in Fig. 21, and those of Lemma 8, are applicable.
That is, the indicated combination of conditions can only
be simultaneously satisfied when the solution to the system
impinges on particular segments of the function, F(x). They
are determinable by inspection, for any n, for any suitable
F(x) consistent with what is proposed.

Therefore, by applying Theorem 2 combined with Lemma 5,
it is confirmed that, indeed, multiple limit cycles are feasible,
in a specific number, for the specified F(x). By simultaneously
applying Lemma 7 and Green’s Theorem, the relative locations
and number are confirmed by extending the logical arguments
of Lemma 8 and [36]. These results are valid for any n.
Moreover, unlike the results of Theorem 2, they are not
dependent upon a small parameter.

Remark 11: These results can be independently confirmed
by resorting to arguments described, for example, in [35] as
they pertain to relaxation oscillations. As compared with the
results pertaining to small parameter variations, the ratio of
( L

C )
1
2 , for the circuit shown in Fig. 1 governs the nature of the

range of possible solutions. Small parameters oscillations are
termed quasilinear. As the small parameter grows, the resultant
oscillations are termed relaxational. The conditions on F(x)
considered in Theorem 3 are invariant with respect to small
parameter variations. The topological nature of F(x) is invari-
ant with respect to a small parameter. Hence, the solutions
are valid over a wide range. However, there will be obvious
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“circuit component” (system related) limitations that will
determine the actual range of potential limit cycle variations.

Remark 12: Unlike previous results in the literature, these
results are valid for BOTH so-called quasilinear AND relax-
ational oscillations. These limit cycles are easy to prescribe
and determine, which is also confirmed with SPICE. The
interested reader can investigate Llibre et al. [22], [23] for
at least partial verification of the result.
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