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- Abstract — A complex vector approach to the load flow problem with
two  important and unique contributions is presented.
Traditionally, the intermediate calculations . for. the Newton-
Raphson solution of the load flow problem require operations on
elements of matrices. (as opposed to operating on vectors

- themselves). . In this approach all intermediate calculations are
performed by conventional vector operations plus one other
operation. Therefore, only a specific set of . operations requires
optimization to make the entire algorithm more efficient. This is
particularly useful for array processor applications and dedicated
VLEI circuitry. In addition, this approach allows for esasy
inclusion of tap changing transformers and phase shifters into the
analysis. A more concise-and understandable load +flow problem .
statement is presented, which ultimately results in dramatic
improvements in computation efficiency, making microcomputers able
to perform load flow calculations faster than minicomputers.

1. Introduction

There is a voluminous amount of research regarding the power
system load flow problem. This document will not review this body
of material, but instead it will improve upon existing approaches.
The interested reader may study any of the following to become
familiar with the 1load flow algorithm [1,2,3]1. Additionally,
there have been some "“improvements” to the basic algorithm such as
the decoupled load +Flow, [4,51. In this paper a complex
formulation is proposed which follows directly from a desire to
produce a formulation that is both analytic and vector “oriented”.
- Another paper, [4], proposed a similar complex formulation of the
load flow problem. Still, this previous work relied on operations
with the individual elements of matrices. Hence there was no
benefit in utilizing a complex formulation as opposed to a more
traditional approach, with the possible exception of some slight
computational efficiencies.

The primary motivation for complex vector load +Flow (CVLF)
is increased throughput. This is the focus of a recent paper,
[71, which indicates that two orders of magnitude reduction in
computational time is possible by application of VLSI technology.
The CVLF algorithm is formulated to require only a specific set of
routine operations. Hence, it is conceivable to develop hardware
devices which perform these operations (see next section) very
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~efficiently. The resulting increased throughput should be even
better than two orders of magnitude, since in [71, only the VLSI
implementation of the solution of linear equations was considered.

Since the operations required by the approach of this paper are
"standard," hardware to support these calculations already exists;

it alsoc satisfies the computational needs of other technical

specialties in engineering and science.

2. Operations

The CVLF requires the - following conventional vector
mathematical operations: o

1. matrix—matrix multiplicafibﬂ: Cm o » = Crmo» m oy Cmv" b
2.Hmatrix additinn(subfraction): L o»x = Lnox & & Ln = &
3. cbmﬁlex»cunidgatinn { 3>

4. complex‘Enlutiun of simﬁitaﬁeous equations.
In addition, another complex matrix—-vector operation is required.
The symbol { )® denotes using the vector inside the parenthesis to

form a square diagonal matrix. A mapping from complex n space to
complex n % n space is implied.

3. Problem Formulation

» Following [41, it is desirable to determine a solution -to
the complex vector system of complex vector arguments, :

F(V,V*) = O
where
F &£ C3 3 ¥ £C° ;3 n = number of nodes.

Here, V denotes complex nodal voltages and F denctes complex
mismatch power, a nonlinear function of V. A Mewton—-Raphson
solution approach suggests the following eguation, for all nodes

except the slack node:
k
v*k
and
k+1 k

v = ¥ + svk .

For convenience, the V vectors are partitioned so that the <first
element is the slack node, followed by all PV (voltage controlled)
nodes, followed by all P8 {(load) nodes, VE = Vi meics Vouvs Vog) .
The J matrix is termed the Jacobian matrix in power system.
literature. For this formulation, unlike previous formulations,
the elements of the J matrix are conveniently stated in matrix
notation and conventional vector mathematics. The vector F is
divided into four subvectors associated with the various nodes in
the system. These have also been partitioned accordingly. F is
wiritten as:
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F = sty e

%1,4

Def1n1ng P-k -as the spec1f1ed power  for a generatnr node k, S. as
the nodal complex power injected into node k, Saw as the spec1¥1ed’
complex power at a load node, and V. as the 5pec1f1ed voltage at a
generator node, the following. defln1t1on5 for the subelements of -
the vector F are given:

X

flk = Psk - G.Sisk + Sk) for generator
: " - node k

fop = Sck ~ 8 _ for load node k
2 X

¥ =V - VM for gensrator

2k sk k' k ‘node k ;

¢ =g - g ’ for load node k

4k~ Tsk k il

Because of this formulation, it is possible to state elements of
the J matrix, in matrix notation, as:

93) = A thHP e v Py
or_ _ 9p_ *¥
d X Qv
8—% = (vHDhy
"5 = 1P
dvy
._s_.\f_*- = { )D
Qv
o V2 =(e) Uz)x
v ¥
vs =(v) s*)*
Jv o v¥
Js_ _ (ds*) X
J ¥ dvy
where
s = vPi ¥
I = (YW )
v2 = WPt
Y = nodal admittance matrix

All the eléments of J are found as submatrices (in block form} of
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,fhe 'aboﬁe, matrices, which are elements D# cr oo, Further;.many

.of the above matrices result from a complex conjugation . operation
‘which should require wvery 1little CPU time, regardless of the

particular implementation. @ Hence, formation of the. Jacobian
matrix o Cis - ‘considerably more efficient than conventional
approaches. i : : :

A reduced set of equations is determined as follows:

L3 1 [&VI = [F_1 -

with , .
- : iq
L PR LA RS
o o _ -1 ‘
CIFQT = IRy - 00 ROl

" For this reduced set, J and F are conveniently partitioned as,

J - a : ' o

1 2 o (h=1) x (n=1)
J = - 3,.3,.3.,d, €C
s g L
and
- % S ' t
F o= (Fy . Fy )7 = (G F), 6 ,F,0) .

Solution of this system of equations proceeds as in  conventional
Newton—-Raphson solutions to the load flow problem. Reference [&61
sites some improvements in computational efficiencies in  addition
to a method Ffor even faster convergence, [81, as compared to a
conventional Newton—Raphson load +low. By expressing the
formulation in wvector format, dedicated hardware can further
improve throughput. At the same time, the software development
necessary to implement an algorithm is more efficient  and
understandable.
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4. Related Results

_ “Zh comﬁlex vector fafmulatiﬂn of the ldad flow .ﬁroblem also
suggests a more elegant and efficient method for treating
transformers and phase-shifters. It is not difficult to show that
an equivalent model for a branch from node i to node i, including
an ideal transformer and . ideal phase shifter, is given as (see
[91, or [121): : ) -y :
‘ BUS

BUS| | Y
i MA—]
+

A\

RS

{ ¥ and YE’ arsa Embedded in the calculations which follow.)

‘This sugoests an equivalent representation for the nodal
~admittance matrix as:

TRt A
Ynodar -~ B Yprim fedl B % Yehunt*

{ note ¥t = hermitian operation)

Here, B” is the complex branch incidence matrix, including the
effect of phase shifters in a branch. B is formed as follows:

+1/—=—- if starting node and
phase shift reference

- if ending node and not
phase shift reference

o] otherwise .

g ec™*0 3if no phase

shifter present, 8 = 0
m = number of branches)

[xl = diagonal matrix (€7 * ™ of

tap ratios

¥ = diagonal matrix (€™ * ™ of

prim branch admittances

The angle, 9, is the total amount of phase shift hresent in the
line (branch). The diagonal matrix Yenune represents shunt
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‘admittance between each node and the : reference (ground) node.
Aszuming . that untapped sides of transformers always coincide with
phase shift reference nodes, then the elements of the diagonal
matrix Yanune are determined as follows:s: :

@, if node j is untapped

m b .

YShunt 3 ' side of pran;h k
E =Y qu if node j i= tapped
N k " side of branch k
where : R
Qlk.= { x) = 1)
T -1
QZk = (»ak 13

yk = branch admittance for branch k

ak =vturns ratib of transformer k.

Other shunt admittances may also exist. For vcnnvéniénce, these
will be lumped together in a diagonal matrix called Yocners
Hence, B '

_ 1
Yehunt = YEhunt * Yother-

Mote: It may be possible to specify Yenume in vector format if a
distinction between tapped and untapped nodes is maintained. Such
a Formulation would be useful for optimal powsr flow studies.
Ymhunt is never zero if transformers are present.

9. Discussion

The operations of section 2 are readily implemented with
most commercially available array processors. Hence, the CVULF

software consists 6f two major components. The +irst is the
portion of code for setting up required matrices and the second is
the number crunching part. The information presented in this

paper is sufficient to devise a scheme Ffor efficient setup of
appropriate matrices. Improved number crunching, however, is the
real benefit of the CVLF. In this portion of the code, all
operations are described in section 2. Mo other significant
operations are necessary.

For routine iterations of the CVLF algorithm, only the
specified operations of section 3 are required for updating the
complex Jacobian matrix and solving +For the revised wvoltages.
Assuming hardware to perform these operations is considerably
faster than conventional approaches, there is no need to further
approximate the Jacobian matrix as is done in the Stott decoupled
approach. In [111, Tinney suggests the future demise of sparsity
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programming approaches to load flow solutions with the development
‘of vector based computational ‘devices. He also indicates the need
for suitable  vector approaches @ to load flow solutions which
ultimately would sliminate the dependence on more conventional
approaches and  take advantage of new technologies. The CVULF
algorithm is intended to ride the crest of future technological
achievements in scientific and engineering numerical analysis.

&. Example

‘The algorithm described has  been ‘programmed  on. &

microcomputer. - All  aspects of the problem formulation have beén
tested. Within the speed and memory limitations of the computer,
the algorithm performs very well. For all cases tested the

algorithm requires  exactly the same number of iterations to
converge to a solution as the conventional MNewton—-Raphson approach
for a specified mismatch tolerance and initial voltage profile. In
[6£1 the non-vector formulation of the problem was tested for
larger systems, verifying the numerical stability of the approach.
It is assumed that with the availability of appropriate hardware,
tremendous reductions in computational time would be possible as
described in [71. A sample application is shown in Appendix A.

To get a feel for the sorts of speed improvements possible
with ' a vectorized approach to 1load flow in conjunction with a
commercially available array processor (AF), several more sample
systems were tested. The conclusions are best summarized by the
following table.

TIME per ITERATION

CASE: 1EEE 14 NODE IEEE 30 - NODE ’ IEEE 118

NODE :

with aF £ 1 sec Z sec 7% sec

without AF 9 ‘ 76 sec 4900 sec
TABLE 1

As indicated, dramatic speed improvements are possible by
-application of an array processor. The array processor utilized
in the above calculations is not as fast as what is presently
available. Since, other existing array processors are 15 times
faster than the one employed, another 15 times decrease in time
per iteration is readily realized, for 3 small additional expense.

7. Conclusions

The CVLF algorithm provides an efficient formulation of the
load flow problem, suitable for use with modern computational
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advances ‘such as array processors andiar VLSI circuitry. The
increased throughput makes this algor1thm very attractive for real’
time control applications, such as those encountered in dynamics
and stability studies of power systems. The proposed: formulation -
may lead to useful efficiencies for optimal power flow studies. ;
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Appendix A
A simple example for a small system is presented to  verify
and illustrate  the CVLF algorithm. For clarity, important
.matrices are specified in full. Complex matrices are presented in
. two parts, real then imaginary,- in rectangular coordinates. The
sample system is shown in Figure Al. All guantities are specified
in per unit. : o . T T

‘Fiéure Al

For this system, the nodal admittance matrix Yeoe is 'défermined
as: ’

Yous =

0 o . -0.348995 L

o - 0 o

0. 348995 o 0
-20.4123 10.2041 ?.99391
10.2041 ~-20 10
7.99391 10 -20

B® =

-1 1 0
-0.999848 o 0.999848
0 1 -1

0 0 )

0. 0174525 0 0.0174525
0 0 o

Ypr:l.m [xl =

Q O O
o 0 o]
4] 0 0
—-10.2041 O O
¢ -10 0

o] O -10
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Y-hu‘nt =
L0 -0 Q
0 0 0
0 0 o
| =0.708247 0 o
0 0.208247 0
0 0 o

The _sbeci{-ied complex bnwers aﬁd vol tage magnitudes are given by,
.Ft,

0.9  -0.2 1.1025 —-0.2
0 —0.012 0 0.012
- Betting the slack wvoltage to 1.05 pu, a solution to the load flow

problem . in three iterations, with the CVLF algorithm, is
determined as, :

Ve = ’
1.05 1.04%31 1.04848
.0 0.038702 ~0. 00880855
I® = .
—0. 666667 0.849205 —0. 19204604
—0. 242202 0.214933F 0.01304346
gt = . -
0.7 0.9 -0.2
0.254313 0. 193157 -0.12
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